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Abstract—The growing market for location-based services
causes a great demand for positioning systems with high accuracy.
In addition to GPS, there are several WiFi positioning systems
which allow a cost-effective indoor and outdoor positioning. But
despite the fact that they provide accurate measurements in
indoor environments, their outdoor performance is not as good
as with GPS. This is due to the fact that outside buildings
the access point density is typically lower than indoors and
radio signals propagate in a different way. In order to enhance
accuracy, modern WiFi positioning systems allow calibrating the
radio maps by the use of empirical measurements. But in large-
scale environments it is nearly impossible to calibrate radio maps
manually because of the high expenditure of human labor.

In this paper we present an approach for the automatic
calibration of WiFi positioning systems assisted by another
reference positioning system. By constantly observing all mea-
surements, e.g. on a mobile calibration unit or by a calibration
server, it is possible to decide at any moment and place if a
calibration is possible and necessary. In that case the calibration
process is automatically started and afterwards the accuracy
improvements achieved are evaluated. By its modular design the
described framework is able to use different reference systems for
calibration. Also a combination of multiple systems is possible. A
prototype has been implemented and tested at Munich Airport in
Germany. The test results prove the applicability of the approach
and indicate good accuracy improvements.

I. INTRODUCTION

The use of stable and widely spread standards allow the
production of cost-effective WiFi components and nowadays
WiFi systems are not only used in small home and business
offices but also in large scaled environments. They e.g. allow
access to a company’s network or provide Internet access to
an entire city. With increasing regularity these systems are
applied not only for communication but also to locate mobile
network components by using network or terminal based WiFi-
positioning systems (WPS). These systems mostly measure
received signal-strength (RSS) or signal-to-noise-ratio (SNR)
between a mobile device and multiple access points to obtain
the device’s position.

Small battery powered WiFi tags can be attached to impor-
tant assets to allow the tracking of those objects. The position
can then be used e.g. to improve the company’s disposition
system. The accuracy of many WPS can be improved by cali-
bration. During calibration, sample measurements are taken to
allow a better accuracy on position calculation. This procedure

requires big effort, especially in large-scale environments as
the calibration has to be done manually until now.

In this paper we describe a framework which allows the
automatic calibration of large-scale WiFi-positioning systems.
Therefore a reference positioning system (RPS) with a higher
accuracy assists in getting the real position of a mobile
terminal, which then is used to calibrate the WPS. By applying
multiple constraints to the position, the framework is able
to decide for each location if a calibration is needed. This
makes it possible to consider information about the envi-
ronment, which is useful to adapt the framework to diverse
use cases. The modular architecture allows to use different
reference systems as source for the calibration and makes it
also independent of the WPS. To demonstrate the framework’s
capabilities we implemented a prototype at Munich Airport in
Germany.

The remainder of the paper is organized as follows: First
we describe general problems for WPS calibration. Then we
discuss the framework’s architecture and its capabilities in
Section 2. In Section 3 the experimental setup at Munich
Airport is shown and evaluated. Section 4 covers related
work done in the area of automatic calibration of wireless
positioning systems and finally we conclude our work in
Section 5.

II. GENERAL CALIBRATION PROBLEMS

WiFi positioning is mostly achieved by the measurement of
the RSS or SNR between access points and mobile terminals.
Based on these measurements the position of a mobile terminal
can be computed by estimating the distance between the
terminal and each access point in range. Due to the fact that
the RSS is always dependent on several factors like multi path
propagation and fading, it is not easy to derive the distance
from the signal strength. While stationary objects like walls
and buildings can be considered, it is almost impossible to
take into account the error caused by other mobile objects.

Because of that most positioning systems allow a calibra-
tion by using empirical measurements to refine the system’s
theoretical models. During calibration a mobile terminal must
be located within the WiFi coverage area and must not
move. After the user has specified the real position of the
mobile terminal, the system measures the RSS and accordingly



modifies its radio map. That radio map describes the signal
propagation of the coverage area.

This method works for indoor areas quite well, but is hard
to deploy in outdoor and large-scale areas because of the high
expenditure of human labor. In addition to that, wide areas
are too dynamic for just one initial calibration. They require
regular updates to the radio map.

Normally, WiFi positioning systems have their own coordi-
nate system to calculate and display an estimated position Pest

of a mobile terminal. This is acceptable for manual calibration
because a human can specify the real position just by clicking
on a map or by manually entering the correct coordinates. But
if this procedure should be done automatically, the calibration
system (CS) must get the correct position of a terminal
by a RPS and convert it to the target’s coordinate system.
This is achieved by using a suitable translation between any
participated system and a common coordinate system (CCS)
which is used by the framework.

III. AN APPROACH FOR AUTOMATIC CALIBRATION OF
WIFI POSITIONING SYSTEMS

During calibration the terminal must not move, so that
suitable results can be achieved. Like mentioned before this is
no problem in case of manual calibration because a person who
is performing the procedure is able to ensure that the mobile
terminal does not move during the calibration progress. A
framework which tries to automatically calibrate a positioning
system encounters the problem that it is not able to guarantee
that. That’s because it can not predict or influence actions
done by the terminal as it is only observing positions. For
that reason it has no information about when the terminal will
start moving again. Actually, depending on the used RPS, it’s
difficult to ensure that it will be detected when a mobile device
has stopped moving.

The amount of time needed by a calibration process depends
not only on the positioning system but also on the number
of calibrations that have been made before. This is due to
the fact that for an update of the radio map all measured
calibration points need to be considered. It is even more
important to know how long a mobile terminal will keep
motionless, because with the increasing amount of calibrations
the probability will increase that a calibration progress will fail
due to a moving terminal.

In this section we describe the modules of the framework as
shown in Figure 1. The communication of these modules is not
dependent on a specific protocol or underlying infrastructure.
Therefore we will not address this in detail.

The interaction between the modules is as follows: At first
the sensor module detects that the mobile terminal is not
moving. Then it transmits its position to the calibration core
which compares it with the position received by the WPS
as mentioned above. If this comparison shows that a cali-
bration could optimize the system, the calibration core polls
every available constraint to check if they also approve the
calibration. These polls result in a value which describes the
probability that a calibration is executed. After the execution,

Fig. 1. Framework architecture.

the sensor again is polled for the current position of the mobile
terminal. If a movement is detected, the calibration will be
reversed.

A. Sensor module

A sensor module is the interface to a reference positioning
system Si which can provide a good accuracy to determine
the real position of a mobile terminal. Since positioning
systems with really high accuracy like differential GPS are
too expensive to be used in mobile terminals, our reference
systems must only meet a lower condition: Their accuracy
needs to be better than the one of the WPS. One can even
use a system which provides a better accuracy only in parts
of the covered area. In that case constraint modules have to
be specified (Section III-B) which ensure that this sensor is
only used in those sub areas.

The sensor module has to fulfill multiple tasks. First it must
be able to detect that a mobile terminal has stopped moving.
Given the fact that Si is not a perfect positioning system,
multiple position queries will result in multiple positions even
if the object is not moving. So slow movements and stops
must be distinguished. In Section IV-A the method employed
in our prototype is explained.

Additionally it is important to consider specific character-
istics of the underlying positioning system. Knowing that the
mobile terminal is not moving is only relevant if the framework
can trust the measurements. Therefore the sensor module has
to combine all information obtained from Si to ensure that
the values used for movement detection are reliable. After
receiving the result, the sensor module must translate them to
the CCS. This is necessary because it is the only coordinate
system supported by the calibration core (Section III-C).

The sensor module requires permanent position updates
which is the reason why it should be implemented as close
to the RPS as possible to prevent unnecessary load to com-
munication systems. The split into two modules for gathering
position information (sensor module) and performing a cali-
bration (calibration core) enables the system to send position
information only if it is relevant to the calibration core.

B. Constraint module

The optional constraint modules allow adjusting the frame-
work to a given environment. They offer the capability to
affect the probability that a calibration is performed at a given
position. Therefore the calibration core polls every available
constraint module and applies them as described in section
III-C.



Every constraint returns a value between 0 and 1 expressing
the probability that a calibration should be executed at a
given position. A value of 0 means that calibration should be
denied whereas values close to 1 indicate that the position is
convenient for calibration. In addition every constraint module
has a weight ω ∈ N which allows to priorize one constraint
over another.

The constraint modules can be used to allow the usage of
additional information within the framework, e.g. they can
restrict the calibration in selected areas by returning 0 for
points lying inside. Further examples are described in Section
IV-A.

C. Calibration core

This is the central part of the framework where all infor-
mation from sensors and constraints are merged together to
decide whether a calibration should be performed for a given
position. A position from a sensor Si is received if the sensor
detects that the corresponding mobile terminal is not moving.
The calibration core now knows the reference position Pref

of that mobile terminal. Using the WiFi Connector module
(Section III-D), which acts as an interface to the WPS the
calibration core can also obtain Pest returned by the WiFi
system. The quality of the WiFi positioning is derived by
calculating the Euclidean distance d between Pref and Pest.
Since every positioning system Si is subject to a positioning
variation ∆Si

the framework must ensure that the distance
between the positions is greater than the variation sum of the
involved systems.

dvar = ∆Si + ∆WPS (1)

If d is greater than dvar we can expect an accuracy improve-
ment by performing a calibration.

Some positioning systems do not allow querying the current
position because they use a position list of all recognized
terminals which is updated at a given interval. In that case
the additional time between query and actual measurement
has to be considered, too.

If Equation 1 is fulfilled the constraint modules have to be
applied. As mentioned in Section III-B every constraint Ci

returns a value Cival
between 0 and 1 and a weight ωi. For

all available constraints their returned values and weights are
taken into account using the formula

prop(pos) =

{∑n

i=1
Cival

ωi

Ω if ∀Cival
6= 0,

0 else
(2)

with Ω =
∑n

i=1 ωi. The value of prop(pos) represents the
probability that the calibration will be executed for a given
position pos.

As mentioned above a calibration process can take a while
so the framework must also poll the current position of the
mobile terminal after the execution. If that poll indicates that
the mobile terminal was moved during the calibration, the
modification to the positioning system must be reversed. If the
WiFi positioning system doesn’t support this procedure, the

invalid calibration can affect the position accuracy negatively.
Again this shows how important it is to detect movements and
to specify constraints which decrease the possibility of failed
calibrations.

D. WiFi Connector module

This module acts as an interface between the framework
and the WiFi positioning system. It has to support the polling
of terminals’ current positions. Additionally it has to provide
a function to start a calibration and must be capable of
translating between the coordinate system of the WPS and
CSS. If supported by the WPS, the module should be able to
remove unwanted calibrations.

Besides these functions the WiFi Connector is required to
compute and store the expected duration Texpected of one
calibration process. As already mentioned in Section II, it
depends both on the used positioning system and on the
number of calibrations executed so far. Therefore this value
must be refreshed after each calibration. We recommend using
the equation

Texpected = Tlast + ∆T (3)

with Tlast as the last observed duration. The parameter ∆T

depends on the WPS and should be derived from manual test
calibrations.

IV. EXPERIMENTAL SETUP

To ensure that the framework is working properly, we
implemented it at Munich Airport in Germany. There, over 60
outdoor access points provide 802.11 WiFi access to the com-
pany’s network, covering the whole airport campus. The WiFi
system is extended by a WPS which enables positioning of
all assets equipped with a WiFi interface. Because the system
is infrastructure-based no WiFi client has to be equipped with
additional software or hardware to be located. The positioning
system offers a web service interface to access the main
functions like polling an asset’s position or its position history.
A calibration can be started by using the web interface.

Prior to the framework’s implementation the airport has
not used the calibration functions to optimize the outdoor
positioning accuracy. This is due to the fact that calibrating
an area like the airport campus manually is way too much
effort for the expected accuracy improvements. The coverage
area of the airport WiFi system is about 6, 35 km2 including
multiple ramps and buildings. On the ramps it is not allowed
to walk around making it nearly impossible to use the normal
calibration functions which require a person to stand there and
wait until the calibration is done.

Before implementing the framework, measurements have
been taken to determine the position accuracy provided by
the WPS. Therefore a car was equipped with WiFi antennas
on the roof. This was necessary because the outdoor WiFi
coverage at the airport is not strong enough to allow network
access from inside a car.



The measurements resulted in a average position accuracy of
about 240 meters. More important than the position accuracy
is the fact that the accuracy fluctuates which is caused by the
dynamic environment given by rolling airplanes, cars etc.

A. Implementation

Although the airport offers multiple systems suitable for
the given requirements, the Global Positioning System (GPS)
was chosen as the reference system. This decision was made
to show that the system is functional with widely spread
hardware.

Two cars had been equipped with hardware which was able
to use GPS for positioning and could be detected by the WiFi
system. A smartphone and a laptop with a bluetooth GPS
receiver was used to show that the sensor module can be
implemented on different systems. As already described, using
GPS to receive the real position will result in the problem of
detecting if the terminal is moving. The GPS receiver is not
good enough to detect that a terminal is not moving. It rather
delivers different positions lying within a perimeter. Its size
depends on multiple factors like GPS signal strength or the
quality of the GPS receiver.

Therefore a simple approach for movement detection was
developed which was reliable enough for the experimental
setup. First the sensor module only observes the speed of the
mobile terminal. If that speed drops below a certain threshold
vthreshold the positions get logged. After at least 12 positions
were logged, the latest 10 are used to calculate the minimum
enclosing circle (MEC, [1]) around these positions. If the
radius of the MEC is below a given value rmax the terminal
is detected as not moving. To allow an easy calculation of
Euclidean distances the Universal Transverse Mercator (UTM)
was used as CCS within the framework. Therefore a translation
between WGS84 and UTM had to be implemented in the
sensor module.

The WiFi Connector was implemented in the way that it
can access the web service interface to poll positions from
the WPS. As mentioned above the WPS has no real interface
to start a calibration so the connector had to use the web
interface. First some manual calibrations were made to get
initial values for Tlast and ∆T as mentioned in Section
III-D. For the translation between the selected CCS and the
coordinate system used within the WPS, three points where
specified on the airport campus for which the coordinates in
both systems were known.

The calibration core was implemented as described in
Section III-C. The CCS enabled the use of a simple algorithm
to calculate distances between different positions. To adapt
the framework to the airport environment, three different
constraint modules were specified:

• The first one, ConRamp, assured that only the area of a
special ramp was calibrated in order to limit the test area.

• The constraint ConRoad limited the calibration to roads
within the ramp. This constraint should avoid a calibra-
tion of places where normally no car is allowed to stop.

• The previous two constraints only returned either the
value 0 to prevent a calibration or the value 1 to allow
it. The third constraint, CcarPark, controlled whether the
mobile terminal was standing at a parking area. In that
case it returned the value 1 because it’s very likely that
the car will stay there for a longer time. In any other case,
the constrain module returned a value of 0.8, so that the
remaining areas will be calibrated with a probability of
80 percent.

All constraint modules had a weight of 1. While the sensor
modules were deployed on the mobile terminals, the rest of the
modules were installed on a server within the airport network.

B. Evaluation

By using two cars on the ramp of the Munich Airport it
was possible to demonstrate that the concept of the framework
is correct and that it can be used to improve the position
accuracy of the WiFi positioning system. After the calibration,
measurements were taken again on the ramp to detect possible
changes within the accuracy.

The improvements depend not only on the framework but
also on the WiFi system and the environment. More important
than the accuracy measurement results (which improved to an
average accuracy of 180 meters) is the number of calibrations
that has to be reversed.

On the first run (one day) 287 calibrations were performed
from which 9 percent had to be reversed. Given the dynamic
nature of an airport ramp this value can be interpreted as a
successful result. It shows that the detection algorithm for ”no
movement” is working and that the three constraint modules
have done a good job to prevent invalid calibrations. An analy-
sis of the positions where invalid calibrations were performed
has shown that they occurred most often at crossings. This
observation is easy to explain: An airplane always has priority
in traffic, so a car has to wait until an airplane rolled by. This
can take more time than the 12 measurements taken when a
stop is detected. The car will be recognized as not moving.
Additionally it is within the ramp and it is on a road, but not
on a parking area. This means, that the calibration will be
executed with an 93 percent probability.

There were two options to correct that obvious error: A
solution would have been to increase the number of positions
which have to be polled before movement detection will be
started. This would have prevented the system to calibrate
on crossings if the duration of these measurements takes
longer than the crossing airplane. But this approach can
also prevent calibrations which otherwise would have been
succeeded successful. Additionally, by waiting longer before
starting a calibration the probability that the car will move on
before the calibration is finished is also increased. Because of
that a new constraint was added to the framework to make
sure that no calibration is started at crossings. After that the
percentage of failed calibrations dropped to 6 percent on the
second run.

Although the comparison of the position accuracy before
and after the automatic calibration only illustrates a slight



improvement on the position accuracy, it is obvious that
the framework has accomplished its goals. The system was
calibrated without any human influence. The framework also
makes it possible that other systems can be used to influence
the calibration process, e.g. a system which knows the current
positions of all airplanes and thus can prevent a calibration if
an airplane is too close and could disturb the calibration.

V. RELATED WORK

WiFi positioning has been the topic of active research since
RADAR [2] was published. Many location technologies have
been explored and different methods for location determination
like lateration and fingerprinting were developed. Nowadays
most WiFi positioning systems [2][3][4][5][6][7] use finger-
printing to locate objects. But fingerprinting always requires
a map describing the radio propagation within the coverage
area. There are different approaches to create such a map while
trying to decrease the amount of manual effort which is caused
by calibrations.

In [8] a system is introduced, which creates the propagation
model by using measurements between sniffers and access
points and no further calibration is needed. A similar approach
requiring no calibration is described in [9].

Although these approaches achieve a good accuracy, calibra-
tion can be adopted to improve the results. In [10] a learning
algorithm is proposed which provides similar accuracy with a
reduced number of sampled locations. In [11] interpolation
is used between different location samples to compute the
positions between, while [12] uses topological models to
reduce the calibration time.

Given the characteristics of large-scale enviroments, [13]
evaluates different positioning algorithms to find out how
to adapt them in such environments. In [14] a probabilistic
algorithm based on a Fast Fourier Transform is used to allow
a good accuracy although only inaccurate range measurements
are possible. In [15] RFID sensors are used to adapt the
location system automatically to the changing environmental
dynamics.

VI. CONCLUSION

In this paper we introduced a modular framework for an
automatic calibration of WiFi positioning systems. It makes
use of a reference system with higher accuracy to receive
the correct position of mobile terminals. These terminals
are equipped with a WiFi interface which makes it possible
to use them for calibration. Due to the modular design of
the framework it is easy to replace reference positioning
systems or even to apply multiple systems at the same time.
This is achieved by a common coordinate system within the
framework.

Constraints can be used to decide whether a calibration
should be performed at a given position. Therefore it is
possible to adapt the framework to every location just by defin-
ing constraints which address the important characteristics of
the environment. With the assistance of another module the
framework is connected to a WiFi positioning system which

needs to support position polling and calibration. If required
it also allows to reverse calibrations already finished.

To evaluate the framework we implemented a prototype at
the Munich Airport in Germany, where we used GPS as a
reference system. The test results proved that the approach is
applicable and can be used to improve the position accuracy
in almost any large-scale environment.
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